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Chapter 1

~Acquiring and
performing
cognitive skills

Ann M. Colley and John R. Beech

INTRODUCTION

.. .skill lies in the use of capacities efficiently and effectively as the result of
practice and experience. (Welford, 1976, p. 14)

Researchers and laypeople alike would agree that activities are said to be
skilled when the performance of them has reached a level where it appears to
be effortless, where it is almost always accurate and where additional practice
makes little apparent improvement. Fitts and Posner (1967) have proposed
additional characteristics: skilled performance is organized spatially (if it has
a motor component) and temporally; is goal-directed, and uses feedback for
error correction unless there is insufficient time for detection and correction
to take place.

Until relatively recently most studies of skilled performance focused on
perceptual motor skills. Other kinds of activity which met the criteria outlined
above were mostly neglected by investigators looking at learning mechan-
isms. One particular area of neglect has been that of cognitive or intellectual
tasks which were studied both in applied educational contexts and in expert-
novice comparisons in the laboratory but the mechanisms underlying their
acquisition were not, until recently, studied from the perspective of trying to
integrate theories and models with the skills literature in general. Welford
(1976) identifies three types of skill which correspond to stages in information
processing models of serial processing. Perceptual skills code and interpret
incoming sensory information. Motor skills execute skilled movement
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2 ACQUISITION AND PERFORMANCE OF COGNITIVE SKILLS

efficiently but are reliant on appropriate links between sensory input and
action routines. Intellectual skills link perception and action and are con-
cerned with translating perceptual input into a skilied response by using
appropriate descisions. Welford concludes that the majority of the most
important skills fall into the last category. Why, then, have these intellectual
skills received relatively little attention until the last decade? One reason for
this may well be that much of their performance is invisible. The skilled
problem-solver or mathematician produces a solution. In contrast, the skilled
pianist produces a prolonged sequence of hand, finger and foot movements
which are clearly visible and are outside the expertise of most of the
spectators, in addition to a highly complex pattern of sound. Of course this is
not the only reason why the area of cognitive skill developed only relatively
recently. The interest in perceptual motor skills which arose in the 1950s and
1960s resulted from sponsorship by industrial and military sources interested
in developing and improving weapon and radar systems which had been
invented or improved during and after the Second World War. Essential to
the design of these, was an understanding of the physical and mental
capacities of the individuals operating them, and of the best way to train
operators. Indeed, much of the contemporary literature on training is based
firmly on research conducted at this time (see Annett’s chapter).

The more recent emphasis on cognitive skills has arisen from the increasing
use and power of computers. It is unlikely that many useful theoretical .
advances could be made in this area without the use of computer simulation.
Measuring a weapons operator’s ability to track a target, or a radar operator’s
ability to track an aeroplane on an oscilloscope is relatively easy to do using
laboratory analogues. Studying how a chess master makes a decision to make
a particular move, or how a consultant physician makes a diagnosis of a
patient’s ailments is more problematic. One methodology, which has gained
in popularity since the publication in Ericsson and Simon’s book in 1984, uses
protocol analysis in which the investigator uses protocols as the basis for
inferences about underlying cognitive processes. Ericsson and Oliver in
Chapter 8 describe this methodology and how it can be used in the study of
memory skills, particularly in exceptional cases. The growth of artificial
intelligence has opened up new possibilities for the testing of theoretical
ideas. Its influence can be seen in research on problem-solving and on
computing. The chapters by Gilhooly and Green and by Elsom-Cook
summarize the state of research in their respective fields, and Elsom-Cook
argues strongly for the advantages of using simulations to study performance
and to make predictions about behaviour.

Cognitive skills involve the effective and efficient translation of information
into a response. To accomplish this, it is necessary to interpret the informa-
tion in terms of current knowledge and to have procedures available to enact
the steps necessary to make the translation. The same is true of any problem-
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solving task, and Anderson (1982) expresses the view that skill acquisition is
synonymous with problem-solving. Acquisition of a cognitive skill involves
the acquisition of a set of domain-specific rules which allow the solution of a
particular problem. The end result of cognitive processing is a decision or a
solution. In either case a problem has been solved. Even a fairly universal
skill such as reading can be viewed in this way (see Beech’s chapter). The
framework offered by Van Dijk and Kintsch (1983) for understanding dis-
course comprehension assumes that the comprehension process consists of a
hierarchy of strategies which perform various levels of analysis on written
material.

Dimensions of variation among cognitive skills

A large number of the tasks which we perform can be described as cognitive
skills. Four of these are discussed in some detail in later chapters: reading,
problem-solving, computing, and also motor skills, many of which, Colley
argues, have a substantial cognitive component. A mutually exclusive typology
of cognitive skills is not possible, since cognitive tasks vary on a number of
different dimensions all of which are relevant to the way in which they are
learned. We outline some of these below.

(1) Simple-Complex: a simple task, such as a choice reaction time, requires
a decision defined by procedural steps. A complex task, such as air
traffic control, requires the integration of large amounts of information
and a complex set of underlying rules to guide performance. Schneider
(1985) points out that practice on simple tasks, such as remembering a
phone number, makes perfect, but this is not necessarily true of more
complex tasks. It is often the case that learners practise for many hours
and do not improve their performance because they have failed to
structure the task appropriately. Although the mechanisms underlying
simple and complex tasks may be found to be similar, prescriptions for
training must take into account the nature of the skill being learned.

(2) Divergent-Convergent: this is the traditional distinction between cogni-
tive tasks which apply well-defined rules to find a single acceptable
solution, such as applying a statistical test, and those which result in a
novel product within a given domain. This product may be also have to
fulfil criteria of being acceptable aesthetically, such as in writing a
novel. Aesthetic evaluations are rule-based but use less well-defined
and more individualized criteria than more formalized judgements of
correctness. In order to produce a solution to meet these evaluations a
considerable amount of domain-related knowledge is necessary, and
learning this is a significant part of the acquisition process. Many
complex tasks have both divergent and convergent elements, for
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example, an architect must apply principles of basic engineering and
building technology in producing a novel design for a building, which
also has aesthetic appeal.

(3) Algorithmic-Heuristic: in algorithmic skills, the performer uses a set
sequence of steps to arrive at a solution. An example would be where a
car mechanic follows instructions in a manual to dismantle the air filter
from an engine. In heuristic skills the performer works from knowledge
of underlying principles to produce a solution, as in playing chess.
Different kinds of information need to be presented during acquisition
to reflect these two strategies.

{4) Inductive-Deductive: in deductive skills, such as solving a crossword
clue, the performer works forward from evidence to solution. In
inductive skills, inferences are made from particular instances to similar
situations so that the solution is highly likely but not necessarily true.
An example would be of a consultant physician attempting to make a
diagnosis, based upon experience, of a patient presenting with a set of
atypical symptoms.

(5) Open-Closed: this dimension was first proposed by Poulton (1957) to
distinguish between performance in a predictable {closed) environment
and performance in an unpredictable (open) environment. Writing
takes place within a closed environment, whereas the decisions made
while driving take place in a more open environment. Gilhooly and
Green discuss adversarial and non-adversarial problem-solving in their
chapter and this distinction relates closely to this dimension. In
adversarial tasks, the presence of an opponent (such as in playing GO
or chess) increases the unpredictability of the performing environment.
The learner must acquire rules about performing the task itself and, in .
addition, must take into account the way in which the environment is
likely to vary in establishing additional rules about the appropriateness
of certain actions.

(6) Universal-Specialized: some cognitive skills, such as reading, are ac-
quired by almost everyone, and to a high level of competence. Others,
such as computer programming, are learned by relatively few, and even
fewer still acquire a high level of competence. This may be partly a
function of the universality of teaching and large amounts of practice,
but it may also be the case that certain tasks are easier to acquire
because the basic abilities required are possessed by the majority of
individuals.

Acquisition and performance

The dimensions outlined above illustrate the importance of considering the
nature of a task in making prescriptions about the way in which acquisition
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should proceed. This does not mean that a generalized theory of performance
can not be established, simply that the way in which a learner structures a
task, the amount of domain-related information available and the way in
which the procedural rules are presented to the learner are of significance for
training individual skills.

A generalized theory of acquisition must take into account the way in which
performance changes during acquisition. One important change is in terms of
the apparent use of attentional resources. Early in acquisition, only a small
amount of the available information can be attended to, while later on, the
performer can accomplish the task easily and apparently has capacity to
spare. With sufficient practice, under certain circumstances, two complex
tasks can be performed simultaneously. Barber’s chapter discusses the im-
plications of this dual task performance for attentional theory. Some investi-
gators (e.g. Schneider and Fisk, 1983; Schneider and Shiffrin, 1977; Shiffrin
and Dumais, 1981) have proposed a two-process theory of attention to
account for these changes. Early in acquisition, processing is controlled, that
is, it uses general processing capacity, it is also slow, effortful, generally
serial, under intentional control and involves awareness. Later in practice,
apparently effortless performance results from automatic processing, which is
fast, parallel, obligatory, does not involve awareness and has low demands on
processing capacity. These two-process theories have been criticized for the
lack of internal consistency of the definitions they give (e.g. Cheng, 1985;
Phillips and Hughes, 1988). The notion of automatic processing has been
described as circular (e.g. Allport, 1980); its presence is inferred from the
type of performance that it is invoked to explain. It is probable that several
mechanisms underiie the changes in attentional deployment that the con-
trolled-automatic dichotomy describes (Colley and Beech, 1988) , but no
current theoretical framework deals with these in a completely satisfactory
way.

Speed of performance across a wide range of tasks (motor and cognitive)
changes in a characteristic way with practice: large increases in speed occur
initially, then performance stabilizes and increases only slightly in speed over
a long period. This relationship can be described by a power law: the
logarithm of the time to complete a response is a linear function of the
logarithm of the number of trials (Newelt and Rosenbloom, 1981, discuss this
law in some detail). Neves and Anderson (1981) have demonstrated that the
law describes the learning of solutions to geometry proofs and have inter-
preted it within the framework offered by ACT* (Anderson, 1982; see
below). :

So far we have considered acquisition rather than performance but, of
course, the two are intimately related. Performance of a skill varies as a
function of a number of factors. Perhaps the most important of these is the
amount of practice that a learner has had, but other factors interact with this.
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The most notabie of these are developmental stage (see the chapter by Sincoff
and Sternberg) and individual/environmental factors such as circadian
rhythms (see Smith’s chapter) and the presence or absence of various
stressors (see the chapter by Hartley, Morrison and Arnold). Understanding
the way in which these factors interact provides clues to the nature of
underlying mechanisms as well as being of considerable practical importance.

RECENT APPROACHES TO SKILL ACQUISITION

In this section we shail briefly outline two areas of theoretical development
which seem to us to have important implications for understanding cognitive
skill acquisition and performance. Two productions systems theories will be
presented. Production systems consist of rules for executing procedures which
have an ‘if ... then ...’ form, i.e. if a set of conditions is satisfied, then an
operation or operations will be executed. Anderson’s ACT™ theory, discussed
first, has an advantage over many other similar theories, of a clear focus on
the mechanisms of learning. Its influence within the literature is evident in
several of the chapters in this volume. Hunt and Lansman’s Production
Activation Model focuses on the distinction between controlled and auto-
matic processing, so has the potential to explain the differences in the way
that attentional resources are deployed at different stages of acquisition.

The second area which will be discussed is connectionism, which, although
it does not make explicit prescriptions concerning skill acquisition, neverthe-
less provides a clear theoretical basis for understanding skill.

Production systems approaches

Anderson’s ACT* theory

Anderson (1982) has provided a framework for understanding observations
made previously by Fitts (1964) on the development of skill. Fitts outlined
three main stages: the cognitive stage, in which the learner makes an initial
approximation to the skill, based upon background knowledge, observation
or instruction; the associative stage, in which performance is refined through
the elimination of errors; and the autonomous stage, in which skilled per-
formance is well-established but still continues to improve, albeit very
gradually.

Anderson bases his framework on his ACT production system. Three types
of memory are distinguished in ACT. Declarative memory contains factual
information in a propositional network. Procedural memory contains the
procedural steps required to accomplish tasks in productions, which are
production rules. Working memory is a blackboard for the transfer of
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information between declarative and procedural memory, and for the intake
and rehearsal of information from the environment. Anderson’s theory has
two main stages. The declarative stage is similar to Fitts’ cognitive stage, while
the procedural stage is equivalent to Fitts’ autonomous stage. Anderson
regards Fitts’ associative stage as a transition between assembling facts about
skill and enacting and refining procedures. He calls this process of converting
facts into procedures knowledge compilation.

In the declarative stage, knowledge about how to perform a skill is
assembled from declarative memory, and from instruction or guidance, into
working memory. General problem-solving procedures then turn this declara-
tive knowledge into productions. As Anderson (1982) points out, instruction
rarely specifies a procedure for the performance of a skill. The learner must
establish a procedure using existing strategies, or weak problem-solving
methods. These are very general strategies such as, for example, the use of
analogy with a similar problem or working backward from a solution.
Analogy is a particularly widely used strategy. Anderson illustrates the way in
which students learning geometry use worked examples as a basis for solving
unfamiliar problems. Rumelhart and Norman (1981) discuss the way in which
procedures incorporating task knowledge (schemata in their theoretical
framework) are created or extended by analogy. They also discuss the
features of a good analogy from a pedagogic perspective: it should be from an
area familiar to the learner and within which he or she can reason well, its
domain should be similar to that of the new task, and the same operations
should be appropriate or inappropriate in both domains.

Knowledge compilation has two subprocesses of composition and proced-
uralization. Composition collapses successive productions into a single pro-
duction which has the same effect. Proceduralization removes clauses in the
condition of a production that require matching from long-term memory via
working memory. Compilation is a gradual process which allows for errors in
procedural information to be corrected over practice. In the procedural stage
of acquisition productions are tuned, that is, made more appropriate and
efficient for the task in hand. Subprocesses of tuning are first, generalization,
in which common aspects of specific productions are used to create a more
widely applicable production which can then be used in novel situations;
second, discrimination, which restricts the use of productions to instances
where they are successful; third, strengthening, where productions are
strengthened with repeated application so that the time taken to apply them
diminishes. Strengthening produces speedup in the performance of simple
tasks such as choice reaction times. Speedup in complex tasks resuits from
strengthening and algorithmic improvement, which is the reduction in the
number of productions required through composition, generalization and
discrimination.

Anderson’s theory exploits the advantages of having both declarative and
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procedural representations (Neves and Anderson, 1981). Having a declara-
tive representation aillows for the changing of procedures to suit prevailing
circumstances. Procedural representation provides methods of accomplishing
tasks with slightly different requirements by allowing different variables to be
entered into productions, but knowledge represented in this way cannot be
accessed for inspection.

Hunt and Lansman’s Production Activation Mode!

Hunt and Lansman (1986) produced a production systems model which does
not separate declarative and procedural information but which attempts to
integrate findings on changes in the use of attentional resources over skill
acquisition with those on problem-solving. Hunt and Lansman propose that
productions can be triggered either by spreading activation between them or
by matching their condition with information in working memory, which acts
as a blackboard for the transfer of information between productions or its
acquisition from the environment. This allows a distinction to be drawn
between automatic and controlled processing in a similar way to that of the
two-process theories of attention mentioned earlier. Controlled processing
involves the use of working memory. An initial match is made between
information in the environment and the conditions of a production rule in
long-term memory. When a match is found, the condition is transferred to
working memory, then the production is enacted. Automatic processing takes
place via the spread of activation between productions. Hunt and Lansman
have produced successful computer simulations of various tasks including
choice reaction times, divided attention tasks and the Stroop test.

Hunt and Lansman point out that the empirical consequences of the
difference between their model and ACT* in terms of the lack of separation
of declarative and procedural memory in their Production Activation Model
are unclear. The only means of testing such models and distinguishing
between them is in terms of the success of computer simulations in replicating
a wide range of robust findings in the literature, and more of such simulations
are clearly required. One advantage that Hunt and Lansman’s model does
have over ACT™* is in the sharp distinction it draws between controlled and
automatic processing. ACT* is based very firmly in the problem-solving
domain and has not given full consideration to attentional phenomena,
although in ACT* the features of automatization are seen as being solved by
proceduralization (Anderson, 1983). Given the earlier discussion of two-
process theories of attention, it seems reasonable not to put too much
emphasis on explaining a distinction between automatic and controlled pro-
cessing which is in reality, not absolute. One advantage the ACT* has over
the Production Activation Model, however, lies in its focus on skill acqui-
sition. It is not clear how the Production Activation Model deals with skill
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acquisition, and particularly how the transition from controlled to automatic
processing occurs for well-learned tasks.

Connectionist approaches

The study of cognition gathered momentum from the 1960s using the analogy
between the programming operations in the computer and cognitive pro-
cessing. The processing of information was considered to operate in discrete
stages, usually in a serial sequence (e.g. Sternberg, 1966). More recently, a
new framework has emerged which is more concerned with modelling cogni-
tive architecture, rather than modelling the programming taking place within
the hard wiring of the conventional computer. Previously, some cognitive
psychologists had argued that their main focus was on the nature of the
programs operating within cognition, while the nature of the ‘wiring’ was
more the province of the neuropsychologist. In the new connectionism the
modeller develops networks of connections between units which can give the
appearance of a model which is actually simulating neuronal networks, and
indeed some modellers have explicitly set out to do this (e.g. Gluck and
Thompson, 1987). However, this is not the primary intention of most mod-
ellers, at least for the present (McClelland, 1988). In this section we shali
describe connectionism and how it can be relevant to explaining how skills
- develop. We shall then briefly consider the connectionist position in relation
to the type of symptoms and deterioration sustained by brain damage.
Issues raised by these considerations are whether skills are organized within
modules and whether all skili operations can be accounted for in terms of the
connectionist framework.

Connectionism

McCleliand, Rumelhart and Hinton (1986) and Phillips (1988) have briefly
outlined the various strands of development leading to the present connec-
tionist approach in cognitive psychology. In the early 1980s and slightly
earlier the first cognitive connectionist models began to appear independently
of each other. For example, one of us proposed a network model to account
for the phenomenon of visual image scanning, proposing that the increase in
reaction time as a function of distance scanned across an image could be
accounted for by a model involving triggering signals, domino-fashion, across
an array of elements representing an image (Beech, 1979a, b); Feldman
(1981) proposed what he called a ‘connectionist’ model of visual memory; an
edited book by Hinton and Anderson (1981) highlighted the importance of
neural net models for cognitive psychologists; McClelland and Rumelhart
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(1981) produced a connectionist model of word recognition; and by 1986 two
influential edited volumes had appeared by McClelland and Rumelhart
{McCleliand and Rumelhart, 1986; Rumelhart and McClelland, 1986a).

A crucial property of the network within the connectionist model is the
nature of the individual units. These are ‘simple processing devices which
take on activation values based on a weighted sum of the inputs from the
environment and from other units’ (McClelland, 1988). In other words, these
units are capable of, for instance, computing the relative importance of a set
of inputs. The role of these units varies considerably. A unit might be the
representation of a single word in the lexicon, and there couid also be units to
represent letters and features of letters (e.g. McClelland and Rumeihart,
1981). On the other hand, a conceptualization within cognition might entail a
particular pattern of activation over a large network of units (e.g. Beech,
1979a, b).

To illustrate how a weighting system might work, consider the model of
Paap, Newsome, McDonald and Schvaneveldt (1982). In this model of word
recognition a confusion matrix was used which had been obtained by giving
subjects brief visual presentations of individual letters and noting their errors.
Paap er al. thus derived a set of probabilities for visually presented letters
when confused with all possibie alternative letters. A lexicon was also stored
with the visual confusion matrix in the program to represent the visual lexicon
of the reader. In the simulation, single words were ‘presented’ to the
program. All the words in the lexicon were activated on this presentation in
accordance with their corresponding probability values in the confusion
matrix. Then the geometrical mean was taken (by multiplying the probabili-
ties together and dividing by the number of letters) for each word in the
lexicon. This had the effect of attenuating any word which contained letters
with a value ciose to zero. In other words, if a word in the lexicon contained a
letter visually very dissimilar (e.g. M vs O), this would dramatically reduce
the geometrical mean for that particular word entry. However, a word
visually similar to the presented word (e.g. PORE vs PORK) would have a
reasonably high geometrical mean. It can be seen that this model involves a
detailed simultaneous activation of all the words in the lexicon with each unit
representing a word being involved in computational activity. Such models
are often referred to as modelling parallel distributed processes or simply
PDP models. The actual simulation of a PDP model on a conventional
computer involves computing activation levels for each word in a serial
manner, which is a time-consuming process. Until adequate parallel com-
puter architectures are developed (and accompanying programming lan-
guages}), these simulations can not take place in real time. Nevertheless, they
do provide new ways of looking at experimentai phenomena which had not
hitherto been contemplated.
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Connectionist accounts of skill acquisition

Two examples of applications of connectionism to acquiring a skill will now
be considered. The first example is by Gluck and Bower (1988) who have
proposed a connectionist account of students learning to make a diagnosis
based on descriptions of medical symptoms of patients, using the Rescorla—
Wagner model of associative learning (Rescorla and Wagner, 1972; Wagner
and Rescorla, 1972). The Gluck and Bower model involves a network with
the input units or nodes representing the medical symptoms (e.g. bleeding
gums).

Before going further it should be noted that connectionist accounts fre-
quently use linear algebra to describe their models. In many cases this enables
components of a vector to be represented in n-dimensional space, where n is
the number of components. In the case of the basic Gluck—-Bower model, a
vector represents the patient, p, who has four binary components correspond-
ing to the medical symptoms. Each patient has either of two diseases. The
model operates by being given a series of symptoms for each patient and
informing it which disease is operating. The model multiplies the activation of
each symptom x,;, with its corresponding weight w; and then sums these
values across all symptoms, in this case, four. This results in the output for the
patient, o,, which is the degree to which that disease is preferred over disease
2, as shown in equation 1:

n
0, = :E:l XpkWp (1)

Then a change in the value of the weight is calcuiated which is equivalent to
learning about the relationship of the symptoms to the disease. This uses the
delta rule, or the Windrow—Hoff rule (Sutton and Barto, 1981}, in which the
extent of what is learned is proportional to the difference (this is the delta
part) between the level of actual activation and the target level of activation.
This is expressed in equation 2, in which 4, is the desired disease output, o, is
the calculated -output derived from equation 1 and 8 is the learning rate:

Aw; = B(d, = 0,)xy (2)

The result of this function is to produce a learning rate which is negatively
accelerated reaching asymptote at a rate determined by the magnitude of j.
The constant S must be small, otherwise there will be exaggerated oscillations
in the weight changes.

One important aspect common to both the Rescorla—-Wagner model and
the simulation model of Paap et al. {in which the geometrical mean was used)
is the use of products to provide a gating mechanism. When there is a
multiplicative connection this means that one unit is capable of gating the
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other or several other units, because as mentioned before, if one has a value
of zero, this means that the other members are effectively blocked as well. If
some weights have a value of unity, they are effectively neutralized and if they
are positive but below one, they reduce output according to their value. The
state of being positive or negative will also be important; for instance, one
negative value will have an inhibitory effect on overall output.

There are several other cases where PDP models have been used to give an
account of skill development. One further example to be described here is
that of the development of skilled typing. The connectionist model of
Rumelhart and Norman (1982) proposed that on reading a word within a
sequence, a unit corresponding to that word is activated which in turn
activates individual units representing component letters of the word. The
activation of the first letter unit to be typed within the word inhibits the rest of
the units, the second unit inhibits the remainder, and so on. The end result is
the activation of the units in descending order in relation to their serial
position. Hand position for each letter-press is relatively unchanged if the
letter is on the home row, but can move if the top or bottom rows need to be
reached. But the extent of this movement is modified by the activation levels
of other units which need to be typed, with the succeeding letter unit to the
current letter unit exerting the greatest activation in the context of the overall
activation of the remaining letters. One important aspect to note about this
model, which has been quite good at predicting inter-keystroke time, is that it
proposes that typing is not a serial process in which each letter unit is
activated in succession. The role of a central executive function, in the sense
of a serial conscious process initiating behaviour, is reduced in this model
because important processing functions, involving the computation of weight-
ing levels, are distributed within the operating system. The chapter on motor
skills discusses this issue further.

Connectionism and brain damage

The impact of neurological damage on behaviour is of considerable interest
for those interested in skill development. In many cases damage can result in
the impairment and sometimes the complete disappearance of skills which
had previously been acquired. Some connectionists make the strong claim
that their PDP approach can provide an account of these effects in a way that
other theories are unable to do. Given that brain damage appears to eliminate
whole categories of subskills in certain cases, this suggests that whole special-
ized modules have been eliminated. However, modularity is not a feature of
connectionism. This issue is explored briefly and will also be germaine to the
chapter on processing resources by Paul Barber and to Beech’s chapter which
proposes that the development of component subskills is an important feature
of learning to read.

—_——— e
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Rumelhart and McClelland (1986b), advocating the connectionist position,
concede that there are regions of specialized brain activity, particularly for
lower levels of processing, but generally speaking patients usually experience
graceful degradation in performance corresponding to deterioration in in-
creasing numbers of neurological units. This is because in neurological
structures there is a considerable amount of redundancy, in the same way as
in connectionist models. Alzheimer’s Disease is a particularly good example
of this phenomenon. This position contrasts with the serial cognitive models
of the past in which the elimination of one stage of processing would resuit in
a hypothesized catastrophic deterioration in performance, analogous to the
performance in the conventional computer in which one error in the program
can make the remainder of the operations meaningless.

Hinton, McClelland and Rumethart (1986) described a connectionist model
of learning to read which produced semantic errors (e.g. responding ‘apricot’
when presented with peach) similar to the kinds of errors produced by deep
dyslexic patients. This is an interesting result because the acquired dyslexias
usually produce quite distinctive symptoms often suggestive of a loss of
distinctive modules or specialized functions (e.g. Marshall, 1987). But the
connectionist view of Rumelhart and McClelland does not account for
different specialities and yet their model is operating in a way approximating
. that of a deep dyslexic (at least, in one aspect). On this point Phitlips (1988),
perhaps reading more into their position than is intended, imputes that ‘No
- attempt is made to indicate possible roles for the modules. ... It grossly
undervalues the evidence obtained by other approaches, such as neuro-
psychology’ (p- 396). A middle course is that subsystems could each operate
in a connectionist manner. The model described by Hinton, McClelland and
Rumelhart produced the symptoms of a deep rather than a surface dyslexic
because one layer of the system was concerned with semantic representation.
If there had been a grapheme-phoneme conversion layer of units no doubt
errors would have been generated more analogous to one of the symptoms of
the surface dyslexic. Phillips suggests that modules with different types of
specialities will need different kinds of properties. This is a view reinforced by
Fodor and Pylyshyn (1988) who are also critical of the connectionist acounts,
but in a more radicai way. It is not surprising that there are critics, especially as
the connectionist view has been expressed in somewhat extreme terms.
Nevertheless, as far as skill acquisition is concerned, the approach promises
some interesting advances.

CONCLUSIONS

In this introductory chapter we have outlined some general issues concerning
cognitive skill acquisition and performance, many of which will be elaborated
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upon in more detail in the chapters that follow. Two major conclusions can be
drawn from the preceding discussion. First, that cognitive psychology is, at
last, placing some emphasis on mechanisms of learning. Not only do advances
in cognitive psychology suggest new ways of describing these mechanisms, but
also, as Langley and Simon (1981) conclude ‘Learning theory ... [has] a
central role to play in formulating parsimonious, nearly invariant laws of
cognition’ (p. 378), since stage of learning is one of the major determinants of
performance. Second, that artificial intelligence methodology is central to
advances in this area, and complements the more traditional laboratory-based
experimentation as well as the more ecologically valid use of protocol analysis
to understand cognitive skills in the environment in which they are per-
formed.
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